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ABSTRACT

In lattice Boltzmann (LB) simulations, the widely used wall boundary conditions (BCs) proposed by Filipova and Hänel (FH) and Mei, Luo and Shyy (MLS) result in constant mass leakage in certain circumstances. In this paper, we have analyzed the source of the leakage. Based on this analysis, we propose a second-order accurate mass conserving wall BC. In our BC, the distribution function at a wall node is decomposed into its equilibrium and non-equilibrium parts. The mass conservation is guaranteed by enforcing a mass conserving rule in the construction of the fictitious equilibrium distribution part. We have shown through several benchmark test problems involving steady and unsteady flows that our new BC not only eliminates the constant mass leakage, but also has many other advantages over the FH and MLS BCs.

© 2008 Elsevier Inc. All rights reserved.

1. Introduction

In LBE simulations [1–4], to some extent, developing accurate and efficient BCs is as important as developing an accurate computation scheme itself, since they will influence the stability of the computation. The most common and simplest solid wall BC is the bounce-back boundary condition. In this BC, when a particle distribution streams to a wall node, it scatters back to the fluid node along its incoming link. However, the bounce-back BC only gives first-order numerical accuracy. To improve it, many BCs have been proposed in the past [5–8], such as the halfway bounce-back scheme [9,10], extrapolation scheme [11] and non-equilibrium bounce-back scheme [12]. However, most of these BCs are only suitable for flat walls. When applied to curved walls, these BCs will result in jagged boundaries, and additional errors will therefore be introduced. Recently, Filipova and Hänel (FH) proposed a curved wall BC [13], which later was improved by Mei, Luo and Shyy (MLS) [14,15]. Both the FH and MLS BCs are second-order accurate and have the ability to model curved geometries, and therefore are widely used in the literature. However, these models do not consider body forces, like gravity or a magnetic field, and we have found that when a body force is applied on the fluids, the requirement of mass conservation cannot be exactly met. Hence, based on the FH and MLS BC, we developed a mass conserving solid wall BC for the cases with body force. While, Chen’s volumetric (as opposed to pointwise) lattice Boltzmann theory [16–18] can ensure mass conservation in the whole simulation domain with a body force, the true strengths of LBE methods lie in their ability to simulate multi-phase fluids for both single and multi-component fluids. The most widely used multi-phase, multi-component or thermal LBE models are based on the pointwise LBE theory [19–24], so it is still necessary to develop a mass conserving solid curved wall BC for the pointwise LBE model. Doing so extends the applicability of these multi-component, multi-phase and thermal models to many more practical problems.
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2. Implementation of a mass conserving solid wall BC

2.1. Formulation of the FH and MLS BCs

Our mass conserving solid wall BC is derived from the FH and MLS BC, so we will briefly discuss both of them. As shown in Fig. 1, \( e_2 \) and \( e_3 \) denote directions opposite to each other, \( x_b \) is a boundary node, and \( x_f \) is a fluid node. The curved wall is located between a boundary node and fluid node, with \( \Delta = x_b - x_f \) denoting the fraction of an intersected link in the fluid region. Obviously, \( 0 \leq \Delta \leq 1 \). In order to finish the streaming step, we need to know \( f_s(x_b, t) \) at boundary node \( x_b \), where \( f_s \) denotes the post-collision state of the distribution function.

FH proposed the following treatment for \( f_s(x_b, t) \) on curved boundaries:

\[
\tilde{f}_{s}(x_b, t) = (1 - \chi)\tilde{f}_{s}(x_f, t) + \chi f_{s}^{(\rho)}(x_b, t) + 2w_s \rho \frac{3}{C^2} e_2 \cdot u_w
\]

(1)

where \( u_w = u(x_w, t) \) is the velocity at the wall, \( \chi \) is the weighting factor that controls the linear interpolation between \( \tilde{f}_{s}(x_f, t) \) and \( f_{s}^{(\rho)}(x_b, t) \), and \( f_{s}^{(\rho)}(x_b, t) \) is given by a fictitious equilibrium distribution:

\[
f_{s}^{(\rho)}(x_b, t) = w_s \rho(x_f, t) \left[ 1 + \frac{3}{C^2} e_2 \cdot u_{bf} + \frac{9}{2C^2}(e_2 \cdot u_t)^2 - \frac{3}{2C^2}u \cdot u_t \right]
\]

(2)

In Eq. (2), \( u_t \equiv u(x_b, t) \) is the fluid velocity near the wall, \( u_{bf} \) is to be chosen, and the weighting factor \( \chi \) depends on \( u_{bf} \). In FH’s original paper, the following combination of \( u_{bf} \) and \( \chi \) were given:

\[
\begin{align*}
    u_{bf} &= (A - 1)u_f/A + u_w/A & \text{and } \chi &= (2A - 1)/\tau & \text{for } A \geq 1/2 \\
    u_{bf} &= u_f & \text{and } \chi &= (2A - 1)/(\tau - 1) & \text{for } A < 1/2
\end{align*}
\]

(3a)

(3b)

In order to improve the stability of the scheme, MLS revised the expressions for \( u_{bf} \) and \( \chi \) to the following form:

\[
\begin{align*}
    u_{bf} &= [1 - 3/(2A)]u_f + 3/(2A)u_w & \text{and } \chi &= (2A - 1)/(\tau + 1/2) & \text{for } A \geq 1/2 \\
    u_{bf} &= u_f & \text{and } \chi &= (2A - 1)/(\tau - 2) & \text{for } A < 1/2
\end{align*}
\]

(4a)

(4b)

These boundary treatments can handle curved boundaries as well as moving boundaries.

2.2. Mass leakage with the FH and MLS BCs

Usually in LBE simulations, the mass of the system is not conserved exactly. There will be mass loss/gain at each time step during the beginning stage of the simulation, which is the so-called “mass leakage” in the literature. Since in many cases the leakage is very small and eventually approaches zero with enough time steps, its effect on the simulation results is neglected. However, under some circumstances, this mass leakage grows and will affect the simulation result.

One simple yet very useful case to consider is static flow under gravity, \( \mathbf{G} = -\rho g \). Fig. 2 shows such a system. We set \( A = 1 \), \( u_w = 0 \), \( \tau = 1 \), \( g = 0.001 \) and set the lattice resolution to be \( nx \times ny = 100 \times 50 \). The pressure drop \( \frac{dP}{dx} \) can be varied from the order of \( 1 \times 10^{-6} \) to the order of \( 10^{-3} \), and the Reynolds number can be adjusted in the range from 1.0 to about 2000. Using

---

![Fig. 1. Layout of the lattice and curved wall boundary (after [14]).](image-url)
the FH BC, the system mass will keep decreasing at a constant rate, as shown in Fig. 3. Shown in Fig. 4 is the mass changing rate (defined as \( \text{mass}_{t+100} - \text{mass}_t \)) varying with time, which fluctuates at the beginning stage, and then instead of approaching to zero as in a typical LBE simulation, approaches a constant negative value.

By setting \( D = 1 \) and \( \varepsilon = 1 \), the weighting coefficient is \( \chi = 1 \). Therefore, if \( u_w = 0 \), Eq. (1) becomes \( \tilde{f}_2(x_i, t) = \tilde{f}_2^{(eq)}(x_i, t) \). Considering another extreme case, that of \( D = 1/2 \), then \( \chi = 0 \), which means that \( \tilde{f}_2(x_i, t) = f_2(x_i, t) \). In that case, the mass is exactly conserved in the simulations. From this comparison, we can see the mass leakage is due to the \( \tilde{f}_2^{(eq)}(x_i, t) \) term in Eq. (1).

Since the mass leakage results from the interchange of mass between fluid nodes and boundary nodes, we now consider two fluid nodes next to the boundary, located at \( y = 1 \) and \( y = ny - 1 \), respectively, and only study their outgoing and incoming PDFs. In order to simplify our analysis, the direct body forcing approach, which is simple and commonly used, was applied to incorporate the body force [25]. In this approach, the body force is included in the scheme after the collision step by

\[
\tilde{f}_2(x_i, t) = \tilde{f}_2(x_i, t) - w_2 \frac{3}{2v} \rho(x_i, t) g e_z \cdot j
\]

For the upper fluid node at \( y = ny - 1 \), the outgoing PDFs are \( f_2, f_5 \) and \( f_6 \), which are given by

\begin{align}
\tilde{f}_2(ny - 1, t) &\approx \tilde{f}_2^{(eq)}(ny - 1, t) - \frac{\rho(ny - 1, t) g}{3c^2} \\
\tilde{f}_5(ny - 1, t) &\approx \tilde{f}_5^{(eq)}(ny - 1, t) - \frac{\rho(ny - 1, t) g}{12c^2} \\
\tilde{f}_6(ny - 1, t) &\approx \tilde{f}_6^{(eq)}(ny - 1, t) - \frac{\rho(ny - 1, t) g}{12c^2}
\end{align}

![Fig. 2. Schematic of static flow under gravity.](image)

![Fig. 3. System mass changes with time using FH BC.](image)
In the above equations, use the “=” sign when \( \tau = 1 \). Similarly, for the lower fluid node at \( y = 1 \), the outgoing PDFs are \( f_4, f_7, \) and \( f_8 \) which are given by

\[
\hat{f}_4(1, t) \approx \hat{f}_4^{(\text{eq})}(1, t) + \frac{\rho(1, t)g}{3c^2} \\
\hat{f}_7(1, t) \approx \hat{f}_7^{(\text{eq})}(1, t) + \frac{\rho(1, t)g}{12c^2} \\
\hat{f}_8(1, t) \approx \hat{f}_8^{(\text{eq})}(1, t) + \frac{\rho(1, t)g}{12c^2}
\]  

(6d, 6e, 6f)

For \( \tau = 1 \), the incoming PDFs are

\[
\hat{f}_4(ny - 1, t) = f_2^{(\text{in})}(ny, t) \approx \hat{f}_2^{(\text{eq})}(ny - 1, t) \\
\hat{f}_7(ny - 1, t) = f_2^{(\text{in})}(ny, t) \approx \hat{f}_5^{(\text{eq})}(ny - 1, t) \\
\hat{f}_8(ny - 1, t) = f_2^{(\text{in})}(ny, t) \approx \hat{f}_6^{(\text{eq})}(ny - 1, t) \\
\hat{f}_2(1, t) = f_4^{(\text{in})}(0, t) \approx \hat{f}_4^{(\text{eq})}(1, t) \\
\hat{f}_5(1, t) = f_4^{(\text{in})}(0, t) \approx \hat{f}_7^{(\text{eq})}(1, t) \\
\hat{f}_6(1, t) = f_4^{(\text{in})}(0, t) \approx \hat{f}_8^{(\text{eq})}(1, t)
\]  

(7a, 7b, 7c, 7d, 7e, 7f)

The “=” is obtained because \( f_2^{(\text{in})}(x_0, t) \) is given by a fictitious equilibrium distribution, Eq.(2), which is in the same form as \( f_2^{(\text{eq})} \) in

\[
f_2^{(\text{eq})} = \rho w_s \left[ 1 + \frac{3}{c^2} \mathbf{e}_x \cdot \mathbf{u} + \frac{9}{2c^2} (\mathbf{e}_x \cdot \mathbf{u})^2 - \frac{3}{2c^2} \mathbf{u} \cdot \mathbf{u} \right]
\]  

(8)

The only difference is that in the second term, \( \mathbf{u}_{bf} \) is used instead of \( \mathbf{u} \). Since \( \mathbf{u}_{bf} \approx \mathbf{u} \) (for the FH BC, when \( \Delta < 1/2 \), \( \mathbf{u}_{bf} = \mathbf{u} \)), therefore \( f_2^{(\text{in})}(x_0, t) \approx f_2^{(\text{eq})}(x_0, t) \).

Subsequently, the mass leakage of one pair of fluid nodes, i.e., the upper and the lower fluid node will be

\[
\sum_{\text{outgoing}} \hat{f} - \sum_{\text{incoming}} \hat{f} = \hat{f}_2(ny - 1, t) + \hat{f}_5(ny - 1, t) + \hat{f}_6(ny - 1, t) + \hat{f}_4(1, t) + \hat{f}_7(1, t) + \hat{f}_8(1, t) - \hat{f}_4(ny - 1, t) \\
+ \hat{f}_2(ny - 1, t) + \hat{f}_5(ny - 1, t) + \hat{f}_2(1, t) - \hat{f}_5(1, t) - \hat{f}_6(1, t)
\approx \frac{1}{2c^4} [\rho(1, t) - \rho(ny - 1, t)]g = \frac{1}{2} [\rho(1, t) - \rho(ny - 1, t)]g
\]  

(9)

Since lattice Boltzmann fluids are intrinsically compressible, introducing gravity into the LB scheme will result in density variation in the system. The density difference between the upper and lower fluid nodes therefore produces the mass leakage. Supposing that there is no density variation along the \( x \)-direction, which is verified by the simulation, and also assuming

Fig. 4. Mass changing rate varying with time.
that the density change is small during a short time interval, say 100 time steps, the mass leakage of the system in this time interval can be calculated by

\[
\text{mass leakage} = 0.5 \times (nx + 1) \times \text{time interval} \times |\rho(ny - 1) - \rho(1)|g
\]  

Fig. 5 shows the density at \(x = nx/2\) as a function of height when \(t = 32,600\). Using Eqs. (9) and (10) we can then estimate the mass leakage during 100 time steps:

\[
\text{mass leakage} = 0.5 \times 101 \times 100 \times (0.887033 - 1.024421) \times 0.001 = -0.6938
\]

The actual mass leakage during this time interval is \(-0.6867\) (see Fig. 4), which is very close to our estimate, an error of 0.03%.

The above discussion clearly shows that the mass leakage is due to the density variation in the system, or more precisely, due to the fact that the \(f_3(x_b, t)\) term does not correctly reflect the density variation. Since \(f_3(x_b, t)\) is the linear combination of \(f_3(x, t)\) and \(f_3'(x, t)\), to improve the stability of the scheme, MLS tried to change the weighting coefficients of these two terms. In the commonly used range of \(\tau\), MLS’s revision produces a smaller weighting coefficient \(\chi\) and therefore a better stability. However, the MLS BC cannot eliminate the constant mass leakage problem that is exhibited when using the FH BC in certain circumstances. In most cases, it can only decrease the mass changing rate, unless \(\chi = 0\).

It should be noted here that for illustration purposes, the intensity of gravity \(g = 0.001\) used in the example is quite large, but the ability to account for a large magnitude of gravity is very useful in many practical problems, as we will discuss this in the following section. Usually, in the LBE simulations, the intensity of the body force is restricted to satisfy the incompressible limit, \(u \ll c_s\). In this example, the common practice is to set \(g = ny \ll c_s^2\), which results in a smaller density variation, and, it should be noted, a smaller, but still present, mass leakage.

2.3. A mass conserving solid wall BC

From the above discussions, we can see that a boundary condition that can preserve the total mass in a given system is very important for LBE simulations. Based on the FH and MLS BCs, we have defined a new boundary condition, called the mass conserving solid wall boundary condition. We still use linear interpolation between \(f_3(x, t)\) and \(f_3'(x, t)\) (Eq. (1)) to find \(f_3'(x_b, t)\). However, we change the density term in the expression of \(f_3'(x_b, t)\) (Eq. (2)) to guarantee mass conservation, since the \(f_3'(x_b, t)\) term is responsible for the mass leakage. Therefore, we define that

\[
f_3'(x_b, t) = w_3 \rho(x_w, t) \left[ 1 + \frac{3}{C^2} \mathbf{e}_x \cdot \mathbf{u}_{bf} + \frac{9}{2C^2} (\mathbf{e}_x \cdot \mathbf{u}_f)^2 - \frac{3}{2C^2} \mathbf{u}_f \cdot \mathbf{u}_f \right]
\]  

where \(\rho(x_w, t)\) is called the wall density.

It must be determined what \(\rho(x_w, t)\) term guarantees mass conservation. We discuss this in the context of D2Q9 model. Shown in Fig. 6 are the known and unknown PDFs of a flat boundary site at the lower wall boundary after the streaming step.

![Fig. 5. Density as a function of height at a selected time.](image-url)
The outgoing PDFs are \( f_4, f_7, f_8 \), which are known and the incoming PDFs are \( f_2, f_5, f_6 \), which are unknown. Mass conservation requires that \( f_2 + f_5 + f_6 = f_4 + f_7 + f_8 \). Assume that all the outgoing PDFs also satisfy Eq. (11), with an unknown \( q(x_w, t) \) term. Then summing these together, we find

\[
\sum f_4 + f_7 + f_8 = \frac{1}{6} \rho(x_w, t)[1 - 3u_y^2 + 3(u_y^2)^2]
\]

where \( u_y^2 \) is the y-component of \( u_y \) and \( u_f^2 \) is the y-component of \( u_f \). Therefore, \( \rho(x_w, t) \) will be

\[
\rho(x_w, t) = 6 \frac{f_4 + f_7 + f_8}{1 - 3u_y^2 + 3(u_y^2)^2}
\]

Then by substituting the expression of \( \rho(x_w, t) \) into Eq. (11), the unknown PDFs \( f_2, f_5, f_6 \) can be obtained. It is straightforward to show that this boundary treatment indeed satisfies the condition \( \sum f_{\text{outgoing}} = \sum f_{\text{incoming}} \), so the total mass is conserved.

In order to verify our new BC, simulations of the same problem specified in the previous section were conducted. We found that the linear mass leakage was eliminated and the mass of the system was indeed conserved. The mass distribution at \( x = nx/2 \) when \( t = 60,000 \) is plotted in Fig. 7 together with simulation results obtained by using the halfway bounce-back BC and FH BC. All three BCs give linear density distributions. The results of the new BC match well with that of the halfway bounce-back scheme. However, the results of the FH BC differ considerably from the other two because of mass leakage. The-
oretically, all of the x- and y-components of velocity should be zero. However, due to the compressibility of the scheme, one will get non-zero y-velocities in the simulation. A comparison of y-velocities between our new BC and the FH BC is given in Fig. 8, where y-velocities at $x = nx/2$ when $t = 60,000$ are plotted. Even apart from its mass-conserving advantages, the y-velocities generated by our new scheme are much smaller (about 1/50) than those of the FH BC.

Using the same idea, i.e., setting $\sum_{\text{outgoing}} f = \sum_{\text{incoming}} f$, the new BC can be easily extended to other types of flat wall boundaries as well as curved wall boundaries. Fig. 9 shows three types of flat wall boundaries in a 2-D configuration. Both for the flat wall and convex corner boundaries, there is one pair of distributions that point into the flow ($f_1$ and $f_2$ for a flat wall; $f_6$ and $f_8$ for a convex corner), as illustrated by the black plain arrows. These we call fluid–fluid distributions. Since their values are known after streaming and they will not bring net mass change into the flow, we do not need to calculate their value nor need to include them in the procedure of finding the unknown distributions. In the concave corner case, there is one pair of distributions ($f_6$ and $f_8$), neither of which point to the flow. We call these buried distributions. Differing from fluid–fluid distributions, the buried distributions are not known after the streaming step. However, since they stream no mass into the flow, in the simulation we can simply switch their values as if they were bounce-back to the opposite direction or give the average value to each of them. Therefore, we do not need to include them in the procedure of finding the unknown distributions.

After defining these distributions, it is clear that these three cases are essentially the same. Therefore, for determining the incoming distributions, we can follow the same procedure as described in the flat wall case, i.e., use outgoing distributions to find the $\rho(x_0, t)$ term, then substituting it into Eq. (11) to calculate the incoming distributions.

Fig. 8. y-Component of velocity at $x = nx/2$ when $t = 60,000$.

Fig. 9. Three flat wall boundary configurations. Black dashed arrows, white plain arrows and black plain arrows represent the incoming distribution, outgoing distribution and fluid–fluid (buried) distribution. Gray areas represent the solid part.
The new mass conserving boundary treatment can be easily extended to the 3-D case as well as for a curved wall boundary. In doing so, one needs to distinguish the incoming, outgoing, and fluid-fluid (buried) distributions as discussed above. Also for the curved wall boundary, the fraction of the intersected link $A$ is not a constant over the entire wall, so one needs to decide its value for each boundary node. Meanwhile, the $f_{ij}^{\text{LBE}}(x_i, t)$ term now correctly reflects the compressible effect, and the weighting coefficients $(1 - \chi$ and $\chi$) are a function of $t$. By using our boundary condition treatment, $\tau$ can work in a larger range, so that the range of $\chi$ values is also enlarged. Hence, the calculation of $f_{ij}^{\text{LBE}}(x_i, t)$ through Eq. (1) becomes more flexible. The working range of $\tau$ and the stability of the model related to $\tau$ are discussed in the following benchmark section.

Even, in problems where a large gravity is not typically used as mentioned in Section 2.2, a relatively large gravity can increase the efficiency of the code in some cases. For example, the Rayleigh number, which is important in many thermal-fluid problems, is defined as $Ra = \frac{\beta g \Delta T \rho_0}{\nu^2}$, where $\beta$ is the thermal expansion coefficient, and $ny$ is the lattice size in the $y$-direction. Hence, in such problems, when we want to simulate a large Rayleigh number, we can increase the gravity instead of using more grids in the $y$-direction, because increasing gravity does not significantly add to the computation load. By doing so, the efficiency of the code can be obviously increased when a relatively larger Rayleigh number is needed. Although increasing the grids in the $y$-direction seems more efficient, because it is a cubic, the increasing of grids lead to a large increase in time and money for many cases. For example, to increase the Rayleigh number 100 times, by only increasing the number of grids takes four times as long computationally. Additionally, because each lattice must be squire or cubic (for a 3-D problem), to maintain the ratio of simulation domain, when $ny$ is increased, we often need to also increase $nx$ and $nz$. As we know, Rayleigh number commonly range from $10^3$ to $10^8$ for practical engineering problems. Hence, adjusting the Rayleigh number only by changing $ny$ would make the simulation very inefficient. Besides, the amount of available physical memory and operation system's addressing capability [26] strictly limits the number of grids. For 3-D problems, especially for multi-component, multi-phase or thermal systems, the memory usage often reaches to that limit. From Eq. (10), increasing the grids also increases the mass leakage. Finally, because the requirement of mass conservation can be exactly met, the stability of the model is greatly increased, and we will discuss this in detail in the following benchmark tests section.

3. Benchmark tests for the new BC

The new mass conserving BC is as simple to implement as the FH and MLS BCs yet demonstrates a better performance, as in the previously presented example. In this subsection, we will use several benchmark problems to test and illustrate this new BC further.

3.1. 2-D Poiseuille flow

For 2-D Poiseuille flow driven by a pressure gradient, the analytic solution is

$$u_{\text{exact}}(y) = \frac{1}{2} \frac{dp}{dx} \rho v (\eta^2 - \eta)$$

where $\frac{dp}{dx}$ is the pressure gradient, which equals $-1 \times 10^{-6}$ in the following simulation tests, $H = ny - 2 + 2A$ is the height of the channel and $\eta = (j - 1 + A)/H$. In order to evaluate the computational error of the scheme, the following relative $L_2$-norm error is defined:

$$E_2 = \left\{ \frac{\int_0^H [u_{\text{LBE}}(y) - u_{\text{exact}}(y)]^2 dy}{\int_0^H [u_{\text{exact}}(y)]^2 dy} \right\}^{1/2}$$

where $u_{\text{LBE}}(y)$ is the LBE solution of the velocity.

First, we examine the accuracy of the new BC. Fig. 10 shows the dependence of the relative $L_2$-norm error on the lattice resolution for a number of different $A$s. Also shown in Fig. 10 are the magnitudes of the slopes, $k$, obtained by linear fitting the error data for different $A$s. By examining these $k$ values, one can see that second-order accuracy was indeed maintained. It has been proven that the LBE method gives second-order accuracy for the interior points. Hence the overall second-order accuracy obtained here means that the accuracy of the boundary condition is at least of the second order.

Fig. 11 shows the relative $L_2$-norm error as a function of $A$ for 2-D channel flow, which reaches its minimum value when $A \approx 0.35$. For other $A$ values, the error increases approximately linearly, which is similar to MLS's result [14,13].

Table 1 gives the $L_2$-norm error obtained by different boundary conditions for $A = 0.75$, $\tau = 0.6$. For the new boundary condition, both FH’s and MLS’s approach of determining $u_{\text{bf}}$ were used, denoted by “New + FH” and “New + MLS” in the table. From the table, it is clear that using the same $u_{\text{bf}}$, the new BC results in the same error as the MLS BC and smaller errors than the FH BC at higher grid resolutions.

An important advantage of the new BC over the FH and MLS BCs independent of the magnitude of the gravity is its excellent stability. Fig. 12(a) and (b) shows the stable and unstable regions in the LBE computation for 2-D Poiseuille flow using the FH and MLS BCs. For $A < 1/2$, there exists a certain region of $\tau$, under which the computation is not stable. For the FH and MLS BCs, this region is around $\tau = 1$ and 2, respectively.
Fig. 13 gives regions of stability and instability on the $(\mathcal{A}, \tau)$ plane in the LBE computation for 2-D Poiseuille flow our new BC. Note that the scale for the $y$-axis is much finer than in Fig. 12(a) and (b). This means that in a simulation, one can use a $\tau$ value that is very close to 2.0. Meanwhile, since mass conservation is guaranteed, different weighting factors will not greatly affect the simulation result. If we need to use $\tau = 2.0$ in the simulation, we can simply switch to FH’s weighting factor to avoid the singular point.

This instability is due to the mass leakage. For the FH BC, when $\tau$ is close to 1.0, then the absolute value of the weighting factor before the $f^{\alpha}_{\mathcal{S}}(x, t)$ term becomes very big, since $\mathcal{S} = (2 \mathcal{A} - 1)/(\tau - 1)$. We know that the mass leakage in the FH scheme is related to the $f^{\alpha}_{\mathcal{S}}(x, t)$ term, therefore a large $|\mathcal{S}|$ will result in a large mass leakage for the system, and finally make the simulation unstable. As stated previously, MLS noticed this problem and changed the definition of the weighting.
factor to $\chi = (2\Delta - 1)/(\tau - 2)$. This will make the simulation stable for $\tau$ values around 1.0; however, for $\tau$ values around 2.0, the simulation becomes unstable due to the same reason. To verify this, we performed simulations for a point inside the unstable region ($\Delta = 0.2$, $\tau = 1/0.55 = 1.8181$) using the MLS BC. Fig. 14 gives the system mass as a function of time, which increases exponentially and finally causes the simulation to collapse.
FH’s treatment also encounters numerical instability for $\Delta \geq 0.5$, as shown in Fig. 15. By modifying $\chi$ and $u_{bf}$, MLS’s treatment encounters no numerical instability for $\Delta \geq 0.5$. In our new BC, due to mass conservation, there is also no numerical instability encountered for $\Delta \geq 0.5$, no matter whether FH’s or MLS’s $v$ and $u_{bf}$ are used.

We also compared $\tau_{min}$, the minimum value of $\tau$ at which the computation is stable for a given $\Delta$, for the different schemes. It is reported by Guo et al. [27] that for $\Delta = 0.1$, $\tau_{min} = 0.509$ for the MLS treatment and 0.506 for his treatment. For $\Delta = 0.2$, $\tau_{min} = 0.505$ for the MLS treatment and 0.50003 for his treatment. For $\Delta \geq 0.3$, the simulations are still stable for both treatments even as $\tau - 0.5 = 10^{-7}$. For our boundary treatment, under the same conditions, we found that even for $\Delta = 0.1$, the computation is still stable for $\tau - 0.5 = 2.5 \times 10^{-11}$. Therefore, our BC has a much better numerical stability than the other two methods. Furthermore, the Reynolds number is defined as

$$Re = \frac{\bar{u} n}{(\tau - 0.5)c^2}$$

(16)

Therefore, a small $\tau_{min}$ can significantly increase the Reynolds numbers without increasing computational load.

Fig. 14. System mass as a function of time using the MLS BC for a point inside the unstable region.

Fig. 15. Stability boundary of the FH scheme in a square duct flow for $\Delta$ near 1.0 (after [15]).
3.2. Fully developed flow in a 2-D curved pipe

The FH and MLS's BC were designed for curved boundary, so we also test our new boundary condition for steady flow in a curved pipe, which is very common in practical thermal-fluid systems. As shown in Fig. 16, the fluid flows into the pipe through cross section A and flows out though cross section B. The gravity is applied on the fluid along the negative y-direction.

On the wall of the pipe, Eqs. (1), (4), (8), (11) and (13) are used to update the boundary conditions for the \( \hat{f}_s(x_0, t) \). Fig. 17 shows the resulting x-velocity and y-velocity contours using the mass conserving BC, respectively. Fig. 18 shows the total system mass changes with time. Our new boundary condition can cause the total system mass to converge to a constant value, while the MLS BC demonstrates a steady mass leakage.

3.3. Steady and unsteady flow over a circular cylinder

For examining the accuracy of the mass conserving BC method on a curved wall, the final set of tests concerns 2-D steady and unsteady flows around a circular cylinder placed in a rectangular channel. For steady-state flow, the problem at \( Re = 10 \) is tested. For unsteady flow, the simulation is at \( Re = 100 \), resulting in a periodical vortex sheet.

![Fig. 16. Schematic computational area for flow in a curved pipe.](image1)

![Fig. 17. Flow in a curved pipe: (a) x-velocity contour and (b) y-velocity contour.](image2)
As shown in Fig. 19, for steady-state problems, the circular cylinder is placed in a domain with 105 × 70 nodes, and the center of the cylinder is at the origin (0,0) of the grids. The periodical boundary condition treatment is used for the upper and lower boundaries. A uniform velocity is used at the inlet, and the extrapolation boundary condition is used at the outlet.

On the surface of the circular cylinder, mass conserving BC treatment is used to update the boundary conditions for the \( f(x, t) \). Fig. 20 shows the streamline and the contour of pressure at \( Re = 2Vr/\nu = 10 \) using \( r = 3.5 \). Fig. 21 shows the velocity profile \( u(x = 0, y)/V \) for \( H/r = 20 \) at \( Re = 10 \). The MLS BC was also used in the same conditions and grids for comparison. The finite difference solution is obtained using body-fitted coordinates and are distributed along the upper surface of the circle over 200 grid points [14]. Fig. 22 shows the centerline \( (y = 0) \) velocity variations, upstream and downstream, at \( Re = 10 \). The results using the MLS BC and finite different results are also presented for comparison.

As can be seen, the mass conserving solid wall BC results agree well with the result of the finite difference solution, and has a similar accuracy as the MLS BC. The difference in the results between the MLS and mass conserving BCs is around 0.01% of the MLS BC’s results (this difference cannot clearly be seen from the figures). Hence, replacing \( \rho(x, t) \) with \( \rho(x_w, t) \) in Eq. (6) would not reduce the accuracy for problems with geometries that include curved geometry boundaries.

For unsteady flow, the problem is tested in a 300 × 100 node regime, with \( r = 6 \). The periodical boundary condition treatment is used for the upper and lower boundaries. Again, a uniform velocity is given at the inlet, and the extrapolation
boundary condition is used at the outlet. The results of the developed periodical flow are shown in Fig. 23 for the $x$-velocity and $y$-velocity contours, respectively.

4. Discussion

In summary, we propose a second-order accurate mass conserving boundary condition for the LBE method. Several benchmark test problems were used to validate the accuracy and examine the robustness of the proposed BC. Compared with the FH and MLS BCs, our new BC has numerous advantages. First, the mass leakage is uniformly smaller than in the other schemes, and will not result in the constant mass leakage that occurs for the other BCs in some cases. These cases include larger magnitudes of gravity or magnetic force, and also include artificial gravity for certain problems as discussed in
Section 2.3. For thermal problem with natural convection, by changing the magnitude of gravity artificially instead of number of grids the Rayleigh number can be adjusted in a large range (from $10^3$ to $10^8$ for different practical problems) without significantly increasing the computation load. Secondly, our proposed BC demonstrates a much better stability than any other BC used in the simulations. Both the unstable region and the achievable minimum $\tau$ value are much smaller than those of the other schemes. Additionally, in the normal region of $A$ and $\tau$, i.e., the stable region for all BCs, it gives second-order accuracy and comparable or better results than the other schemes. Finally, it is not sensitive to the interpolation (weighting) factor and choice of $u_{bf}$. In conclusion, our mass conserving boundary condition for the LBE method not only eliminates the mass leakage and increases the stability of the code at the same time, but also can increase the efficiency of the LBE code for some practical problems.
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